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Abstract— A heavy ion beam diagnostic system installed at the Brookhaven Single Event Upset Test Facility is described.  Calibration of the system with the help of �eq (-particles�, essential for linear energy transfer (LET) measurements, is discussed.  Measured LET values for 20 different ions, including 7Li, 9B, 12C, 16O, 19F, 28Si, 32S, 35Cl, 40Ca, 45Sc, 48Ti, 56Fe, 58Ni, 63Cu, 74Ge, 79Br, 107Ag, 127I, 197Au and  235U, with energies between 0.5 and 8.5 MeV/AMU but not exceeding 400 MeV for the heaviest ions, are presented in both graphical and numerical forms.  Results are compared to predictions of the TRIM-90 simulation program, with an average difference between the measured and calculated values of (2 ± 6)%.


Index Terms—* Heavy ion beam, linear energy transfer (LET), plastic scintillator, pulse height defect (PHD), single-event upset (SEU).





I. INTRODUCTION


The ongoing miniaturization electronic devices is accompanied by a constant reduction of the critical charge capable of changing logic state in the device.  As a consequence, these devices are increasingly susceptible to soft and hard errors caused by a single heavy ion passing through sensitive volumes of the device.  Such errors are called single event upsets (SEU) or single event effects (SEE), reserving the name SEU for soft errors only.  Since the total number of charge carriers generated in the wake of the incoming particle and later collected in the device sensitive volume is proportional to the energy lost in that volume, the upset probability depends on the linear energy transfer (LET) of the heavy ion projectile.  The experimentally determined LET threshold and saturated SEU cross section for a given device are used to predict the expected SEU rate in a space environment [1], if the heavy ion fluence and LET spectrum are known.  Since the LET reaches a maximum at relatively low energies (less than 3 MeV/AMU for the heaviest ions), it is possible to perform SEU testing with heavy ion beams at energies approaching or slightly exceeding these maxima, provided the penetration depth of the incoming particles is sufficient, i.e. substantially larger than the sensitive volume depth.


Heavy ion beams suitable for SEU testing are obtained at facilities attached to low energy heavy ion accelerators.  The beam energy is determined by the accelerator operational parameters and beamline optics, and then is used to calculate the LET value.  Most members of the SEU testing community calculate the LET values using the semi-empirical formulas [2] - [4] developed by Ziegler et al. or the well known TRIM simulation program [5] by the same author.  In any case, the total LET is calculated as a sum of electronic and nuclear stopping, SE and SN:


�eq LET = SE + SN�	(1)


While the relative contribution of nuclear stopping increases with the projectile and target mass numbers, �eq SN « SE�!Unexpected End of Formula� except at the end of the heavy ion track.  In aluminum, for example, SN amounts to less than 2% of the total LET for 197Au ions above 100 MeV, for 127I ions above 50 MeV, and for 58Ni ions above 10 MeV.  When using the semi-empirical formulas, electronic stopping for heavy ions is obtained from that of protons by scaling the heavy ion energy E to E/A, where A is the heavy ion mass number, and multiplying by the square of the heavy ion and proton effective charge ratio:


�eq SE(E,A) = SE(E/A,1) \b(\f(Z\s(*,HI),Z\s(*,P)))\s\up17(2)�	(2)


While this LET calculation is thought to be accurate within ±5% above 2 MeV/AMU and ±10% between 0.2 - 2 MeV/AMU with a 95% confidence level [4] (pages 2 and 12), actual heavy ion LET measurements in the energy range of interest to the SEU testing community (at or slightly above the LET maxima, i.e. 1 to 10 MeV/AMU) are rare.  A fast, automated, self-calibrating, and easy to use system to measure the beam energy and LET, independent of the accelerator controls, has been installed at the SEU Test Facility at the Brookhaven National Laboratory.  Apart from its obvious role in the beam verification and quality assurance, results of the LET measurements thus obtained may serve in future refinements of the semi-empirical formulas [2] - [4] for LET calculation or the TRIM program [5].  In the following sections we describe the system used for heavy ion energy and LET measurement and then present the LET values in aluminum of heavy ions from 7Li to 238U accumulated over the period of several years  (1989-97) of SEU testing.





II. EXPERIMENTAL ARRANGEMENT


The heavy ions used in the SEU testing are generated by an upgraded model MP tandem Van de Graaff accelerator [7].  A heavy ion beam of the desired magnetic rigidity is selected by an analyzing magnet, switched into the SEU Test Facility target room with the help of another magnet, and allowed to traverse a scattering foil.  A detailed description of the production, acceleration, and selection of the heavy ion beams can be found in reference [6].  More recently, a cross-field electrostatic and magnetic velocity selector has been installed in front of the analyzing magnet.  This velocity selector acts as a highly effective additional filter, which has essentially eliminated weak beam contaminants that were occasionally observed in the past.  By the time the heavy ions reach the SEU test chamber, approximately 70 ft down the beamline from the scattering foil, they fill the 4 inch dia. beamline.  With proper beam steering, flux F on a concentric circle of radius R [inch] inside the beamline can be approximated as 


�eq F = FC exp\b( - \f(R2,2R\s(2,0)))�	(3)


where FC is the center flux and, typically, the parameter �eq R0 > 1.5 - 2 in.�  Before the ions hit the device under test, they travel through a diagnostic box directly in front of the SEU test chamber, where beam dosimetry is performed.


�


Fig. 1:	Diagnostic box


A simplified diagram of the diagnostic box is shown in Fig. 1.  The central area of the beam (11/8 inch dia.) is available for SEU testing.  Heavy ions outside the central area are used for beam dosimetry.  The diagnostic box contains two fast (< 80 ms) beam shutters mounted on rotary solenoids.  When the front shutter alone opens, beam dosimetry is performed.  When both the front and rear shutters open, beam dosimetry is performed and the beam is simultaneously allowed to pass to the SEU test chamber and hit the device under test.  There are two types of detectors in the diagnostic box:


Fast and radiation resistant plastic scintillation detectors used as particle counters.


Slow and radiation sensitive silicon ion-implanted detectors used as spectrometers.  Silicon surface-barrier detectors were used in the past.


The heavy ion flux is measured using a ring of four plastic scintillation detectors (top, left, bottom, and right) located just outside the user available beam area.  The photomultipliers are shielded by m-metal from magnetic field generated by the shutter solenoids as necessary.  A fifth scintillation detector of the same type can be rotated into the beam center to help in estimating the beam uniformity.  Since it prevents the heavy ion beam from reaching the SEU test chamber, no devices can be irradiated when using the center scintillation detector.  Fast signals (( 50 ns pulse width) from each photomultiplier are amplified by a 200 MHz bandwidth amplifier, then split into a 300 MHz bandwidth discriminator followed by a counter, and into a slow spectroscopy amplifier (2 msec time constant) capable of feeding an amplitude-to-digital converter and a multichannel analyzer.  Typical scintillation detector spectrum and discrimination level are shown in Fig. 2A.  More recently, in an attempt to reuse radiation damaged scintillator disks, a substantial increase of the light output has been achieved even for new plastic scintillator disks, after sanding the active scintillator surface and polishing it with an abrasive paste.  The light output increase by a factor of 5 is indicated by reduction of the peak width (FWHM) from 10% to 4.5% (see Fig. 2B).


�


Fig. 2A:	Typical spectrum of scintillation detector


The flux F is calculated as an average count �eq \x\to(C)� from the four scintillation detectors divided by area AS [cm2] of the scintillation detector aperture and time interval dt [sec] between opening and closing of the front shutter:


�eq F [ions/cm2/sec] = \f(\x\to(C),AS dt)�	(4)


�eq \x\to(C) = \f(CL + CT + CR + CB,4)�	(5)


The scintillation detector mask is made either of aluminum or tantalum.  The area of each accurately machined aperture in the mask (see Fig. 1) is normally 0.1 cm2.  For unusual flux requirements, similar masks with accurately machined aperture areas of 0.01 or 1 cm2 can be installed in the diagnostic box.  The measuring time interval dt between opening and closing of the front beam shutter is approximately 5 sec and it is accurately determined by means of the internal computer clock.


�


Fig. 2B:	Typical spectrum of scintillation detector with polished scintillator








�


Fig. 3:	Silicon detector with two apertures


The silicon detectors are used to measure the beam energy and LET.  Some have two apertures, one of them being covered by a thin aluminum foil (see Fig. 3).  The signals are amplified by a standard charge sensitive preamplifier followed by a spectroscopy amplifier (3 msec time constant) and fed into an amplitude-to-digital converter and a multichannel analyzer.


Each silicon detector has small individual shutter mounted on a miniature rotary solenoid.  The shutter is allowed to open only if the flux F, as measured by the scintillation detectors, is not too high.  Not only would the quickly accumulated high fluence damage the silicon detectors, but the charge sensitive preamplifier and the spectroscopic amplifier would be overloaded by the high flux due to the pile-up effect.  We found empirically that this does not happen if the flux F does not exceed


�eq F [ions/cm2/sec] < FMAX ( \f(107,E)�	(6)


for silicon detectors with two 0.1 cm2 apertures, where E [MeV] is the estimated energy of the incident heavy ions.  In order to obtain adequate statistical accuracy and, at the same time, to avoid excessive damage to the silicon detector, the fluence Y accumulated on the selected silicon detector in one exposure is kept approximately at


�eq Y [ions/cm2] = F dt = FMAX ( 10 sec�	(7)


by varying the spectrum acquisition time dt [sec].  Detector thus protected may withstand hundreds of exposures before a replacement is needed, possibly with increased operating bias towards the end of its useful life in order to improve the charge collection.  Silicon detector #1 has only one aperture and is used to measure the beam energy.  Based on the flux measurement, the control software either rejects the beam energy measurement in order to protect the silicon detector, or it estimates the acquisition time (300 sec maximum) to accumulate the above fluence on the detector.  Knowing the calibration constant and an estimate of the beam energy, the main amplifier gain is automatically adjusted so that the peak is expected at the center of the multichannel analyzer conversion range (see Fig. 4 for a sample energy spectrum).


Following the data acquisition and peak search, the measured beam energy is updated based on the peak shift (if any) from the expected position.  However, for highly ionizing particles such as heavy ions the detector response is not simply proportional to the beam energy because of the pulse height defect (PHD) caused by the detector window, nuclear stopping, and electron hole recombination in the detector:


�eq Peak [chan] = G C [E - PHD(Z,A,E,...)]�	(8)


where G is the main amplifier gain, C [chan/MeV] the calibration constant, E [MeV] the beam energy, and PHD [MeV] the pulse height defect.  The calibration constant of each silicon detector was determined with the help of the 241Am (-particle source mounted on the detector shutter.  Using �eq (-particles� of a different energy (or even heavier ions) should, in principle, result in the same calibration constant.  The pulse height defect was calculated as8:


�eq PHD [MeV] = d1 (1 + d2)�	(9)


�eq d1 [MeV] = 2.33 ( 10-4 (ZA)6/5 (E/A)1/2�	(10)


�eq d2 = 1.32 ( 103 Z \f((LET(Si)/E2)1/3, r1/4 F) �	(11)


where Z and A are the incident ion atomic and mass numbers, respectively, LET(Si) [MeV·cm2/mg] the linear energy transfer in silicon, r [W·cm] the detector resistivity, and F [V/cm] the average electric field along the incident ion track in the detector depletion layer.  The uncertainty of the pulse height defect value calculated using the above formulas was estimated [8] to be less than 15%.


�


Fig. 4: 	Energy spectrum of 278 MeV 79Br acquired by silicon detector #1


�


Fig. 5A: 	Energy measured by the silicon detectors without any correction


�


Fig. 5B: 	Energy measured by the silicon detectors and corrected for the pulse height defect


The silicon detectors used in our measurements were made by PDC (Paul Downey & Co.), EG&G ORTEC, and Canberra.  All the detectors had 150 mm2 active area and 300 (m nominal depletion depth.  The depletion depth d is related to the detector resistivity r [W·cm] and operating bias U [V] (see Ref. [9], page 22):


�eq d [(m] ( 0.5 ( \r(r U )�	(12)


The nominal resistivity r was 3700, 4400, or 8700 W·cm and the nominal operating bias U was 125, 100, or 60 V, respectively.  The operating bias was usually doubled towards the end of useful life of each detector, in order to improve the charge collection.  The calculated pulse height defect varied from less than 0.1% for 60 MeV 7Li ions to more than 10% for 390 MeV 197Au ions and, usually, �eq d2 « 1.�!Unexpected End of Formula� Fig. 5A shows the beam energy measured by the silicon detectors vs. the beam energy measured by the analyzing magnet, while Fig. 5B shows the same data corrected for the pulse height defect.


In about 1992, all vendors replaced the silicon surface-barrier detectors by ion-implanted detectors.  The first ion-implanted detector was installed in the SEU Test Facility diagnostic box (see Fig. 1) in May 1993 and the last surface-barrier detector was removed from the system in June 1997.  Since the PHD semi-empirical formulas (9) - (11) were designed for the surface-barrier detectors and since the recombination at the surface barrier might be the major contribution to the PHD for heavier ions [8] (page 318), the PHD correction was tested separately for detectors of each type. We performed a linear regression, �eq y = bx,� of all data in Fig. 5B, data collected only before May 1993 (i.e., exclusively with the surface-barrier detectors), and data collected only after June 1997 (i.e., exclusively with the ion-implanted detectors).  The calculated coefficients of proportionality and their uncertainties with a 95% confidence level are listed in Table I.  From these results we conclude that the PHD formulas (9) - (11) are applicable to detectors of both types. 


Silicon detectors #2, #3, and #4 were used for both the beam energy and LET measurement.  These detectors have two apertures each, one of them covered by a thin aluminum foil of high purity (99.9%).  The individual foils have thickness of approximately 0.67, 1.55, and 2.63 mg/cm2, respectively.  Aluminum was selected because its atomic number Z differs by only one from that of silicon, the most common semiconductor material, and because it was easy to obtain thin aluminum foils of high purity (made by Goodfellow).  If space allowed for one more silicon detector, another aluminum foil with thickness about 5 mg/cm2 could be used to measure LET of light ions such as 12C, 9Be, or 7Li.  Still, the energy resolution for these ions is much better compared to that for heavier ions, and a higher energy loss is not absolutely necessary.  The control software calculates the expected energy loss in the foil and selects the silicon detector and foil with the energy loss closest to 15%, in order to obtain adequate resolution of the two peaks and, at the same time, keep the calculated correction for the finite foil thickness small.  The default detector selection may be overridden by users, should they desire to verify the measured beam energy with another silicon detector or to measure the LET using a different foil thickness.  Again, the main amplifier gain is automatically adjusted so that the main peak from ions passing through the aperture without any foil is expected at the center of the multichannel analyzer conversion range.  In addition to the main peak, there is now a lower energy peak resulting from ions passing through the aperture with the aluminum foil before hitting the silicon detector (see Fig. 6 for a sample spectrum).


Table 1:	Linear regression, �eq y = bx�, for the beam energy measured by silicon detectors vs. the beam energy measured by analyzing magnet


Dates�
Detector type�
Data points�
Slope�
Uncert.�
R2�
�
before May 1993�
surface-barrier�
~1000�
1.0055�
0.0009�
0.9981�
�
1989-98�
both types�
~2500�
1.0016�
0.0006�
0.9974�
�
after June 1997�
ion-implant.�
~200�
1.0000�
0.0027�
0.9965�
�



�


Fig. 6: 	Energy spectrum of 278 MeV 79Br  acquired by silicon detector #3


The energy loss dE [MeV] in the aluminum foil is measured as an energy difference of the two peaks.  Using the known foil thickness dx [mg/cm2], the measured LET(Al) in aluminum is obtained as


�eq LET(Al) [MeV·cm2/mg] = \f(dE,dx) (1 + KX)�	(13)


The correction KX (from -3.4% for 210 MeV 35Cl ions to +1.2% for 390 MeV 197Au ions for the aluminum foils used) takes into account the small difference between the surface and exit LET values due to the finite energy loss in the foil.  It was calculated using Ziegler’s semi-empirical formulas [2] - [4] for heavy ion stopping in aluminum assuming a projectile of the initial energy equal to the beam energy enters the foil at �eq x = 0:�


�eq 1 + KX = LETC(Al) / \f(1, dx) \I(\s\up4(0   ), \s\up(dx),LETC(Al)dx)�	(14)


where LETC(Al) is the calculated linear energy transfer in the aluminum foil.  If LET varied slowly or not at all, as is the case around the LET maximum of heavier ions, the correction would be small or zero (for example, +0.3% for 320 MeV 127I ions).  When applying the correction to LET values further away from the maximum, we rely on the semi-empirical formulas to correctly express the relative LET change inside the foil.  Uncertainty caused by this correction was estimated to less then 0.05% in all cases for the ions, energies, and foils used in the present study.  In the absence of any semi-empirical formulas, the experimental LET values would have to be reported for energies half-way through the foil, �eq E - (E/2,� an approach equivalent to the linear approximation of LET as a function of ion energy inside the foil.  Since silicon and aluminum are neighbors in the periodic table of the elements, a small adjustment (about -3%) can be calculated using Ziegler’s semi-empirical formulas for heavy ion stopping in order to obtain an “experimental value” of linear energy transfer in silicon:


�eq LET(Si) = \f(LETC(Si),LETC(Al)) LET(Al)�	(15)


�


Fig. 7: 	Energy spectrum of 241Am �eq (-particles� acquired by silicon detector #3


Comparing the calculated LETC(Si) and measured LET(Si) in silicon makes it possible for the users of the SEU Test Facility to verify the requested beam isotope.  However, all experimental results reported in this paper refer to the measured LET(Al) in aluminum.


The silicon detectors were calibrated by means of thin 241Am (-particle sources (electro-deposited americium oxide on platinum backing).  Each of the four silicon detectors has an individual 0.5 mCi (18.5 kBq) �eq (-particle� source mounted on the back side of its shutter.  Radiation damage due to the constant exposure to �eq (-particles� is negligible compared to that caused by an occasional exposure to heavy ions.  The energy calibration is performed in the same manner as the beam energy measurement, except that all the beam shutters remain closed.  Knowing the present calibration constant, the main amplifier gain is adjusted so that the peak of 241Am �eq (-particles� with energy 5.486 MeV is expected at the center of the multichannel analyzer conversion range.  Following the data acquisition and peak search, the calibration constant is updated based on the peak shift (if any) from this position.  Typical uncertainty of the calibration constant varied between 0.6% and 1.5%, with 0.2% due to the amplifier gain non-linearity and the remainder due to the energy resolution of the peak in the measured energy spectrum.


As mentioned above, silicon detectors #2, #3, and #4 have two apertures each, one of them covered by a thin aluminum foil.  Since the linear energy transfer LETa(Al) [MeV·cm2/mg] of 241Am �eq (-particles� in aluminum is well known [3], the �eq (-particle� source can be also used to measure the foil thickness dx, by measuring the energy loss dEa [MeV] of �eq (-particles� in the foil:


�eq dx [mg/cm2] = \f(dEa,LETCa(Al)) (1 + KXa)�	(16)


where LETCa (Al) [MeV·cm2/mg] is the calculated linear energy transfer of (-particles in aluminum and  KXa is a correction for the finite foil thickness (about -2.5%, -5%, and -10% for the aluminum foils used with detectors #2, #3, and #4, respectively).  Since the correction KXa depends on the foil thickness to be determined (see eq. 14), an iterative method was applied to obtain dx from the measured �eq (-particle� energy loss.  A sample 241Am �eq (-particle� spectrum obtained with the help of silicon detector #3 is shown in Fig. 7.


Typical uncertainty of the aluminum foil thickness due to the uncertainty of �eq (-particle� energy loss varied between 1 to 2%, mainly due to the energy resolution of the two peaks in the measured energy spectrum.  The energy resolution of the silicon detector itself was better than 15 keV for �eq (-particles�, but the energy resolution of the lower energy peak was further degraded by �eq (-particle� straggling in the aluminum foil and possibly by the foil non-uniformity.  In order to verify the aluminum foil thickness measured with the help of �eq (-particles�, the weight of a larger area (10 ( 10 cm2) was determined.  The difference between the two results was less than 1.5% for the thinnest foil (0.67 mg/cm2) and less than 1% for the other two foils.


Although the diagnostic system correctly reports beam energies that substantially differs from the expected energy, i.e., beam energies lower by a factor of 5 or higher by a factor of 2, the preferred experimental procedure consists of varying the spectroscopy amplifier gain and observing minute deviations of the main peak from its expected position in the center of the multichannel analyzer conversion range.  The required dynamic range of the spectroscopy amplifier from 5.486 MeV �eq (-particles� to 390 MeV 197Au ions, the most energetic ions available at the Tandem Van de Graaff accelerator, is almost 80.  We take into account a 10% PHD for the gold ions, for which the amplifier must compensate in order to keep the peak in the center.  Clearly, linearity of the spectroscopy amplifier gain is of the utmost importance.  Our spectroscopy amplifier was EG&G ORTEC model 972, a version of model 672 with remote control capabilities.  According to the amplifier specifications [10] (page 29), deviations of the gain from linearity should be less than 0.1%.  The gain linearity was checked with the help of a precision pulser with linearity better than 0.1%.  In order to imitate the preferred experimental procedure and to eliminate any non-linearity effects of the AD converter, the amplifier input signal, provided by the precision pulser, and the amplifier gain were simultaneously varied in such a way as to keep the amplifier output signal constant.  The gain linearity was then calculated as a product of the amplifier gain and pulser attenuation, normalized to unity.  Deviations of the gain from linearity were found to be less than 0.2% with a 95% confidence level when making fine gain adjustments (up to a factor of 2.225) within each of the 8 coarse gain ranges (2.5x, 5x, 10x, 20x, 40x, 80x, 160x, and 320x).  However, when switching between the individual coarse gain ranges, the amplifier gain exhibited reproducible jumps of up to 2%, with overlap between ranges.  Four spectroscopy amplifier units were tested with very similar results.  Typical deviations of the gain from linearity in each of the coarse gain ranges are shown in Fig. 8.  The amplifier gain required for a given heavy ion beam and energy (or for �eq (-particles� when calibrating the system) was always corrected for the above measured gain non-linearity.
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Fig. 8: 	Typical gain deviations from linearity of the premium spectroscopy amplifier





III. EXPERIMENTAL RESULTS


Experimental results of measured LET(Al) in aluminum for most heavy ions used at the Brookhaven SEU Test Facility are shown in Figs. 9A, 9B, 9C, and 9D.  Solid lines in these figures represent linear energy transfer in aluminum calculated with the help of the TRIM-90 program [5] developed by Ziegler et al. Ziegler’s semi-empirical formulas [2] - [4] yield almost identical results.


The same results, averaged in the areas with high density of data points, are also presented in numerical form in Table II, in order to make them useful for future refinements of the semi-empirical formulas for LET calculation.  Uncertainties of individual data points were
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Fig. 9A: 	Calculated and measured LET in aluminum vs. beam energy for selected heavy ion beams.
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Fig. 9B: 	Calculated and measured LET in aluminum vs. beam energy for selected heavy ion beams; close-up for the lighter ions





�


Fig. 9C: 	Calculated and measured LET in aluminum vs. beam energy for selected heavy ion beams; close-up for the heavier ions.


�


Fig. 9D: 	Calculated and measured LET in aluminum vs. beam energy for selected heavy ion beams; close-up for the heavier ions not shown in Figs. 9A and 9C.


calculated by combining uncertainties due to the calibration constant (0.6 - 1.5%), foil thickness (1 - 2%), amplifier gain (0.2%), difference in the pulse height defect for the two peaks (less than 0.6% for the heaviest ions), and the energy resolution of the two peaks (typically from 0.6% for the lightest ions to 1.5% for the heaviest ions).  Uncertainties of the calibration constant and foil thickness were caused primarily by the energy resolution of the two peaks in the energy spectrum of a 241Am (-particle source.  The beam energy as measured by the accelerator terminal voltage and highly precise analyzing magnet [6] is known with a precision of 0.1 - 0.2%.  The correction for the calculated energy loss in the gold scattering foil may introduce another uncertainty up to 0.3%, depending on the foil thickness and heavy ion LET(Au) in gold.  The energy obtained by the silicon detector was never more than 3% higher than the above beam energy.  All data points, for which the energy measured by the silicon detector was lower than the beam energy by more than 3%, were eliminated because of the possibility of incomplete charge collection in a damaged silicon detector.  Since we cannot expect to know the measured energy loss with an accuracy better than this difference, it was further combined with the total uncertainty of each data point.  Most measured LET values in Table II were obtained as an average of several data points.  Uncertainties of these values were calculated as an average uncertainty of n individual data points divided by �eq \r(n).�  These uncertainties, as well as the differences of the measured LET values from their TRIM-90 predictions are also shown in Table II.








IV. CONCLUSIONS


The average uncertainty of a single heavy ion LET value in aluminum, automatically recorded during the radiation testing of electronic circuits, was 1.5% with a 95% confidence level.  A dedicated experiment with tighter control and completed over a shorter period of time would probably yield more accurate data.  The average difference between a single measured LET value and the value calculated with the help of the TRIM-90 program [5] at the same ion energy is (2.0 ± 6.2)% with a 95% confidence level.  For individual heavy ions, 7Li, 9B, 12C, 16O, 19F, 28Si, 35Cl, 45Sc, 48Ti, 56Fe, 58Ni, 74Ge, 79Br, 107Ag, 127I, and 197Au, the average differences are -1.1%, +1.5, +1.3, +2.0, +3.1, -0.8, +1.7, +3.0, +3.6, +1.7, +3.1, +3.0, +3.9, +4.5, +2.3, +0.2, respectively.  Since the LET calculations4,5 are accurate within ±5% above 2 MeV/AMU and ±10% between 0.2 - 2 MeV/AMU with a 95% confidence level, the measured LET values presented in this paper do not contradict these calculations for any of the above ions within the energy range under study. Data for the remaining ions, 32S, 40Ca, 63Cu, and  235U, are insufficient for a conclusion.  The measured LET values presented in this paper will contribute to the accuracy and reliability of any future formulas and/or computer programs for heavy ion LET calculations.
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Table II:


Numerical comparison of heavy ion LET values in aluminum calculated by TRIM-90 and measured at the SEU Test Facility


�
Ion


�
Energy


[MeV/AMU]�
Calculated LET(Al)


[MeV·cm2/mg]�
Measured LET(Al)


[MeV·cm2/mg]�
Uncertainty


[%]�
Difference


[%]�
�
7Li�
1.070�
0.4829�
0.4824�
5.5�
-0.10�
�
�
8.223�
0.3518�
0.3444�
1.00�
-2.11�
�
11B�
2.755�
2.034�
2.168�
1.37�
+6.6�
�
�
6.401�
1.165�
1.164�
0.85�
-0.09�
�
�
7.782�
1.009�
1.024�
3.4�
+1.49�
�
�
8.031�
0.9856�
0.9650�
1.13�
-2.09�
�
12C�
1.016�
4.333�
4.518�
2.26�
+4.3�
�
�
7.629�
1.461�
1.495�
2.53�
+2.33�
�
�
8.134�
1.394�
1.420�
1.48�
+1.87�
�
�
8.214�
1.384�
1.395�
0.96�
+0.78�
�
�
8.286�
1.375�
1.384�
0.59�
+0.65�
�
�
8.390�
1.363�
1.347�
0.67�
-1.15�
�
�
8.567�
1.342�
1.346�
1.24�
+0.30�
�
16O�
0.996�
6.687�
6.950�
2.44�
+3.9�
�
�
2.023�
5.348�
5.612�
2.33�
+4.9�
�
�
3.168�
4.339�
4.711�
1.43�
+8.6�
�
�
3.719�
3.981�
3.940�
2.66�
-1.03�
�
�
6.731�
2.761�
2.835�
3.2�
+2.68�
�
�
7.306�
2.612�
2.496�
1.38�
-4.4�
�
�
7.616�
2.538�
2.519�
1.52�
-0.77�
�
�
7.875�
2.480�
2.534�
1.44�
+2.18�
�
19F�
1.876�
6.650�
7.216�
2.55�
+8.5�
�
�
2.668�
5.754�
6.027�
1.54�
+4.7�
�
�
4.863�
4.206�
4.435�
1.49�
+5.4�
�
�
5.006�
4.134�
4.305�
1.59�
+4.1�
�
�
5.338�
3.977�
4.109�
1.02�
+3.3�
�
�
5.888�
3.744�
3.816�
0.76�
+1.91�
�
�
6.211�
3.620�
3.668�
0.71�
+1.31�
�
�
6.842�
3.400�
3.449�
1.46�
+1.43�
�
�
7.074�
3.326�
3.415�
1.01�
+2.68�
�
�
7.315�
3.253�
3.262�
0.70�
+0.28�
�
�
7.415�
3.224�
3.302�
0.55�
+2.41�
�
�
7.501�
3.199�
3.249�
0.37�
+1.57�
�
�
7.596�
3.172�
3.281�
1.24�
+3.4�
�
�
7.705�
3.141�
3.193�
1.87�
+1.64�
�
28Si�
4.013�
9.822�
9.526�
1.53�
-3.0�
�
�
5.264�
8.629�
8.663�
2.01�
+0.39�
�
�
5.921�
8.115�
7.838�
1.35�
-3.4�
�
�
6.209�
7.910�
7.928�
2.40�
+0.23�
�
�
6.318�
7.835�
8.040�
4.3�
+2.62�
�
�
6.509�
7.708�
7.359�
2.08�
-4.5�
�
�
6.611�
7.641�
7.519�
1.20�
-1.59�
�
�
6.727�
7.567�
7.333�
0.77�
-3.1�
�
�
6.806�
7.517�
7.463�
0.51�
-0.72�
�
�
6.901�
7.459�
7.385�
1.34�
-0.99�
�
�
6.969�
7.417�
7.399�
1.78�
-0.25�
�
�
7.104�
7.336�
7.351�
2.86�
+0.20�
�
�
7.282�
7.232�
7.444�
2.37�
+2.93�
�
32S�
6.931�
9.346�
9.421�
2.46�
+0.80�
�
35Cl�
2.956�
14.85�
15.76�
2.18�
+6.1�
�
�
3.202�
14.46�
15.44�
1.35�
+6.8�
�
�
3.574�
13.91�
14.35�
1.51�
+3.1�
�
�
3.726�
13.70�
14.14�
0.97�
+3.2�
�
�
4.223�
13.04�
12.91�
0.70�
-1.00�
�
�
4.392�
12.83�
13.20�
1.16�
+2.86�
�
�
5.496�
11.61�
11.79�
1.37�
+1.51�
�
�
5.911�
11.21�
10.72�
0.71�
-4.4�
�
�
6.003�
11.13�
10.77�
0.48�
-3.2�
�
�
6.099�
11.04�
11.05�
0.34�
+0.05�
�
�
6.198�
10.96�
11.31�
0.85�
+3.2�
�
�
6.357�
10.82�
11.10�
6.1�
+2.59�
�
40Ca�
5.545�
14.97�
15.34�
3.52�
+2.47�
�
45Sc�
4.565�
17.45�
17.97�
1.98�
+2.98�
�
48Ti�
3.892�
19.76�
20.81�
2.07�
+5.3�
�
�
4.369�
19.00�
19.53�
0.81�
+2.79�
�
�
4.811�
18.34�
18.82�
1.98�
+2.62�
�
56Fe�
0.328�
19.83�
19.73�
8.4�
-0.50�
�
�
1.615�
29.31�
28.76�
5.1�
-1.88�
�
�
1.983�
28.93�
28.93�
1.71�
 0.00�
�
�
2.104�
28.68�
28.17�
5.6�
-1.78�
�
�
2.206�
28.46�
29.17�
1.23�
+2.49�
�
�
3.293�
26.19�
27.76�
1.41�
+6.0�
�
�
4.041�
24.76�
26.20�
1.14�
+5.8�
�
�
4.463�
24.02�
24.17�
1.61�
+0.62�
�
�
4.577�
23.82�
24.79�
1.10�
+4.1�
�
�
4.830�
23.40�
23.79�
1.07�
+1.67�
�
58Ni�
2.583�
30.42�
32.21�
1.76�
+5.9�
�
�
3.311�
28.88�
28.52�
1.65�
-1.26�
�
�
3.885�
27.73�
29.44�
1.39�
+6.2�
�
�
4.189�
27.16�
28.61�
1.30�
+5.3�
�
�
4.329�
26.90�
27.85�
0.71�
+3.5�
�
�
4.414�
26.75�
26.92�
0.65�
+0.64�
�
�
4.490�
26.61�
27.24�
0.56�
+2.39�
�
�
4.545�
26.51�
26.54�
0.65�
+0.13�
�
�
4.608�
26.40�
26.89�
0.38�
+1.85�
�
�
4.646�
26.33�
27.42�
0.43�
+4.2�
�
�
4.693�
26.25�
27.62�
0.60�
+5.2�
�
�
4.745�
26.16�
26.78�
0.73�
+2.37�
�
�
4.825�
26.02�
26.48�
0.71�
+1.76�
�
�
4.902�
25.89�
27.06�
1.39�
+4.5�
�
63Cu�
4.535�
27.86�
26.36�
1.96�
-5.4�
�
74Ge�
2.574�
35.96�
37.17�
3.29�
+3.4�
�
�
3.975�
32.99�
33.86�
1.48�
+2.64�
�
79Br�
1.257�
38.97�
37.43�
2.00�
-4.0�
�
�
1.542�
39.89�
38.58�
1.65�
-3.3�
�
�
1.880�
40.27�
38.36�
1.32�
-4.7�
�
�
2.220�
40.20�
42.32�
1.81�
+5.3�
�
�
2.412�
40.04�
41.15�
0.97�
+2.78�
�
�
2.581�
39.84�
42.54�
1.62�
+6.8�
�
�
2.766�
39.59�
42.01�
1.08�
+6.1�
�
�
2.942�
39.32�
42.33�
1.63�
+7.7�
�
�
3.111�
38.95�
41.43�
1.14�
+6.4�
�
�
3.212�
38.73�
40.34�
0.48�
+4.2�
�
�
3.282�
38.58�
40.65�
0.90�
+5.4�
�
�
3.401�
38.32�
40.05�
0.73�
+4.5�
�
�
3.492�
38.12�
39.56�
0.75�
+3.8�
�
�
3.547�
38.00�
39.64�
0.53�
+4.3�
�
�
3.601�
37.89�
39.63�
0.36�
+4.6�
�
�
3.650�
37.78�
40.01�
0.34�
+5.9�
�
�
3.698�
37.68�
40.24�
0.54�
+6.8�
�
�
3.741�
37.59�
40.44�
1.56�
+7.6�
�
107Ag�
2.660�
54.57�
56.36�
1.19�
+3.3�
�
�
2.791�
54.56�
57.62�
1.02�
+5.6�
�
�
2.900�
54.52�
56.68�
1.14�
+4.0�
�
�
2.991�
54.48�
57.28�
0.89�
+5.1�
�
127I�
0.644�
42.53�
42.20�
3.6�
-0.78�
�
�
0.891�
47.98�
46.76�
0.94�
-2.54�
�
�
1.632�
57.87�
56.38�
0.76�
-2.58�
�
�
1.965�
59.76�
60.81�
1.45�
+1.76�
�
�
2.167�
60.49�
62.11�
1.48�
+2.67�
�
�
2.323�
60.9�
63.02�
0.94�
+3.5�
�
�
2.418�
61.09�
62.32�
0.81�
+2.01�
�
�
2.458�
61.16�
63.38�
0.55�
+3.6�
�
�
2.498�
61.12�
63.93�
0.30�
+4.6�
�
�
2.541�
61.29�
63.90�
0.52�
+4.3�
�
�
2.606�
61.37�
62.21�
0.75�
+1.37�
�
�
2.641�
61.41�
63.84�
0.87�
+3.9�
�
�
2.694�
61.46�
65.11�
1.02�
+5.9�
�
�
2.936�
61.59�
64.54�
1.67�
+4.8�
�
197Au�
1.203�
72.52�
68.81�
1.44�
-5.1�
�
�
1.434�
76.16�
75.34�
1.34�
-1.07�
�
�
1.618�
78.47�
78.09�
0.72�
-0.48�
�
�
1.707�
79.42�
81.03�
0.47�
2.03�
�
�
1.747�
79.83�
79.92�
0.46�
0.11�
�
�
1.792�
80.26�
80.79�
0.57�
0.66�
�
�
1.998�
82.01�
86.14�
1.72�
5.0�
�
238U�
1.420�
84.24�
82.16�
2.04�
-2.48�
�
�






�
�
Equations in MS Word 


Microsoft Word fails to display some equations on a computer using decimal comma if the equations were created on a computer using decimal point (and vice versa).  In this document, the "decimal point" versions of equations are used; the "decimal comma" versions are bellow:





�eq LET = SE + SN�	(1)


�eq SE(E;A) = SE(E/A;1) \b(\f(Z\s(*;HI);Z\s(*;P)))\s\up17(2)�	(2)


�eq F = FC exp\b( - \f(R2;2R\s(2;0)))�	(3)


�eq F [ions/cm2/sec] = \f(\x\to(C);AS dt)�	(4)


�eq \x\to(C) = \f(CL + CT + CR + CB;4)�	(5)


�eq F [ions/cm2/sec] < FMAX ( \f(107;E)�	(6)


�eq Y [ions/cm2] = F dt = FMAX ( 10 sec�	(7)


�eq Peak [chan] = G C [E - PHD(Z,A,E,...)]�	(8)


�eq PHD [MeV] = d1 (1 + d2)�	(9)


�eq d1 [MeV] = 2.33 ( 10-4 (ZA)6/5 (E/A)1/2�	(10)


�eq d2 = 1.32 ( 103 Z \f((LET(Si)/E2)1/3; r1/4 F) �	(11)


�eq d [(m] ( 0.5 ( \r(r U )�	(12)


�eq LET(Al) [MeV·cm2/mg] = \f(dE;dx) (1 + KX)�	(13)


�eq 1 + KX = LETC(Al) / \f(1; dx) \I(\s\up4(0   ); \s\up(dx);LETC(Al)dx)�	(14)


�eq LET(Si) = \f(LETC(Si);LETC(Al)) LET(Al)�	(15)


�eq dx [mg/cm2] = \f(dEa;LETCa(Al)) (1 + KXa)�	(16)
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